
Aerospace Mechanics Research Center (AMReC)
UNIVERSITY OF COLORADO BOULDER

Neural Network 6/14

Neural networks are used as universal approximator of functional relationship y = f (x).

Feed-forward Neural Network:
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where � is a positive parameter. In this paper, the activation functions are chosen from preliminary runs to produce the
smallest validation errors defined in Section 3.2. Figure 2 compares the outputs of these activation functions.
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Figure 1: Feed-forward Neural Network (FNN) architecture with NH hidden layers. Each of these hidden layers
contains m neurons.
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The universal approximation theorem states that feed-forward neural networks with at least
one hidden layer and large enough number of neurons, and differentiable activation
functions, can approximate any continuous function on a compact support.
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A closer look at one hidden unit known as the neuron:
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where � is a positive parameter. In this paper, the activation functions are chosen from preliminary runs to produce the
smallest validation errors defined in Section 3.2. Figure 2 compares the outputs of these activation functions.
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Figure 1: Feed-forward Neural Network (FNN) architecture with NH hidden layers. Each of these hidden layers
contains m neurons.
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Sigmoid: �sigm (z) =
1

1+e�z
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(a) Tanh activation function
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Figure 1: Three different activation functions used in this paper.

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by

sij =
�

q

�

r

vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity in
the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation of the
CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.

2.2.3 Training of a neural network

The parameters of a neural network � =
�

{Wi}NH
i=0, {bi}NH

i=0

�
are learned from the data by minimizing the mismatch

between the prediction from the network and the training dataset. In this paper, the mean squared error (MSE) given by

J =
1

Ntr

Ntr�

i=1

�
zi � MNN(vi; �)

�2
(11)

is used as the cost function for the optimization problem. A regularization term is sometimes added to obtain sparsely
connected network or satisfy some physics-driven governing equations. Stochastic gradient descent (SGD) and its
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(b) ReLU activation function

Figure 2: Four different activation functions tested in this paper.

Another popular neural network architecture is tried herein, where the ith hidden layer models the residual error in the
output from the previous layer as shown in Figure 3 with curved arrows. This architecture is known as the residual
neural network or ResNet. Hence, the output of a hidden layer that is used to model the residual after (i � 1)th layer is
given by [54]

zi = �i(W
T
i zi�1 + bi) + zi�1. (6)

A short-cut mapping [54] must be used if the dimensions of zi and zi�1 are different.

2.2.2 Convolutional Neural Network (CNN)

The convolutional neural network (CNN) has been developed with inspiration from the vision system at the primary
visual cortex of human brain [53]. In convolutional networks, the convolution operation is performed for a two-
dimensional input v and a kernel � as follows

sij =
�

q

�

r

vi�q,j�r�qr, (7)

where s is the two-dimensional output from a convolutional layer. During training of the CNN, the kernel � is learned.
Note that, zero-padding is required if the output s and input v are of the same length. Pytorch [55], which is used for
the numerical examples herein, however, performs the cross-correlation instead of the convolution given by

sij =
�

q

�

r

vi+q,j+r�qr (8)

for a two-dimensional input v, which uses a mirror image of the kernel in (7). Figure 4 illustrates the working of this
procedure, where blue shaded elements of v are multiplied by � to get the red shaded element in s. A maxpooling
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Tanh: �tanh (z) = tanh(z) A PREPRINT - APRIL 25, 2020
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Figure 1: Three different activation functions used in this paper.

2.2.2 Convolutional Neural Network (CNN)

The convolutional neural network (CNN) has been developed with inspiration from the working of the vision sys-
tem at the primary visual cortex [19]. In convolutional networks, the convolution operation is performed for a two-
dimensional input v and a kernel � as follows

sij =
�

q

�

r

vi�q,j�r�qr, (9)

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by

sij =
�

q

�

r

vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity
in the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation
of the CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.

2.2.3 Training of a neural network

The parameters of a neural network � =
�

{Wi}NH
i=0, {bi}NH

i=0

�
are learned from the data by minimizing the mismatch

between the prediction from the network and the training dataset. In this paper, the mean squared error (MSE) given
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Rectified Linear Unit (ReLU):
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Figure 1: Three different activation functions used in this paper.

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by
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vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity in
the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation of the
CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.
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is used as the cost function for the optimization problem. A regularization term is sometimes added to obtain sparsely
connected network or satisfy some physics-driven governing equations. Stochastic gradient descent (SGD) and its
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Exponential Linear Unit (ELU):

�ELU (z) =

(
z for z > 0,
↵(ez � 1) for z  0,
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Figure 1: Three different activation functions used in this paper.

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by
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vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity in
the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation of the
CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.
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is used as the cost function for the optimization problem. A regularization term is sometimes added to obtain sparsely
connected network or satisfy some physics-driven governing equations. Stochastic gradient descent (SGD) and its
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The parameters of a neural network: ✓ =
h
{W}NH

i=0 , {b}NH
i=0

i
.

These parameters are selected by minimizing the error between the prediction of the
network and measured data for a training dataset D = {xi , yi}N

i=1. This procedure is known
as the training of the network.

A common loss function used for training is the mean squared error (MSE) given by

J(✓) =
1
N

NX

i=1

�
yi � ypred(xi )

�2

Stochastic gradient descent (SGD) is an efficient strategy to update them

✓(k+1) = ✓(k) � ⌘
@J(✓(k))

@✓

learning rate

At every iteration, only a small batch of training data is used to estimate the gradients
and update the parameters.
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Backpropagation is used to estimate the derivative @J
@✓
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where � is a positive parameter. In this paper, the activation functions are chosen from preliminary runs to produce the
smallest validation errors defined in Section 3.2. Figure 2 compares the outputs of these activation functions.
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Figure 1: Feed-forward Neural Network (FNN) architecture with NH hidden layers. Each of these hidden layers
contains m neurons.
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where � is a positive parameter. In this paper, the activation functions are chosen from preliminary runs to produce the
smallest validation errors defined in Section 3.2. Figure 2 compares the outputs of these activation functions.
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Figure 1: Feed-forward Neural Network (FNN) architecture with NH hidden layers. Each of these hidden layers
contains m neurons.
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Figure 1: Three different activation functions used in this paper.

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by

sij =
�

q

�

r

vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity in
the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation of the
CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.

2.2.3 Training of a neural network

The parameters of a neural network � =
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are learned from the data by minimizing the mismatch

between the prediction from the network and the training dataset. In this paper, the mean squared error (MSE) given by
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is used as the cost function for the optimization problem. A regularization term is sometimes added to obtain sparsely
connected network or satisfy some physics-driven governing equations. Stochastic gradient descent (SGD) and its
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Figure 2: Four different activation functions tested in this paper.

Another popular neural network architecture is tried herein, where the ith hidden layer models the residual error in the
output from the previous layer as shown in Figure 3 with curved arrows. This architecture is known as the residual
neural network or ResNet. Hence, the output of a hidden layer that is used to model the residual after (i � 1)th layer is
given by [54]

zi = �i(W
T
i zi�1 + bi) + zi�1. (6)

A short-cut mapping [54] must be used if the dimensions of zi and zi�1 are different.
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Activation function: Sigmoid.

Output layer:
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Neural network prediction: y = W0(�(W1x + b1)) + b0 = 0.6512
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Neural network prediction: y = W0(�(W1x + b1)) + b0

Backpropagation:
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Figure 1: Three different activation functions used in this paper.

where s is the two-dimensional output from a convolutional layer.

An illustration of the During training of the CNN, the kernel � is learned. Note that, zero-padding is required if the
output s and input v are of the same length. Pytorch [46] used for the numerical examples herein, however, performs
the cross-correlation instead of the convolution given by

sij =
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vi+q,j+r�qr (10)

for a two-dimensional input v, which uses a mirror image of the kernel in (9). A maxpooling operation often follow
a convolution operation in which the output from the convolution layer is downsampled using a max function over a
window. However, in time histories if the length of both input and output to remain same the maxpooling has limited
use [37] and can be omitted. A kernel with size smaller kernel than the size of the input produces sparse connectivity in
the network. This creates a sharing of the parameters and helps in avoiding over-fitting. A typical implementation of the
CNN often uses few convolutional layers followed by fully connected layers as shown in Figure 4.
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is used as the cost function for the optimization problem. A regularization term is sometimes added to obtain sparsely
connected network or satisfy some physics-driven governing equations. Stochastic gradient descent (SGD) and its
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Figure 2: Four different activation functions tested in this paper.

Another popular neural network architecture is tried herein, where the ith hidden layer models the residual error in the
output from the previous layer as shown in Figure 3 with curved arrows. This architecture is known as the residual
neural network or ResNet. Hence, the output of a hidden layer that is used to model the residual after (i � 1)th layer is
given by [54]

zi = �i(W
T
i zi�1 + bi) + zi�1. (6)

A short-cut mapping [54] must be used if the dimensions of zi and zi�1 are different.
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